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ABSTRACT

The so-called ‘mismatch’ is a factor which experts in the forensic voice 
comparison field encounter regularly. Therefore, we decided to explore to 
what extent the automatic-speaker-recognition system’s and the earwitness’ 
ability to identify speakers is influenced when recordings are acquired 
in different languages and at different times. 100 voices in a database of 
300 recordings (100 speakers recorded in three mutually mismatched 
sessions) were compared with an automatic-speaker-recognition  
software VOCALISE based on i-vectors and x-vectors, and by 
39  respondents in simulated voice parades. Both the automatic and 
perceptual approach seem to have yielded similar results in that the less 
complex the mismatch type, the more successful the identification. The 
results point to the superiority of the x-vector approach, and also to 
varying identification abilities of listeners.

Keywords: forensic voice comparison, temporal mismatch, language 
mismatch, automatic speaker recognition, voice parade

1. Introduction

Forensic phoneticians, when identifying a speaker, encounter various cases differing 
in complexity. Even two realizations of the same word uttered right after each other will 
not be identical from the acoustic point of view, and this variability in speech must be 
acknowledged when comparing voices for forensic purposes. A ubiquitous characteristic 
of Forensic Voice Comparison (FVC) which increases the complexity of the process is 
mismatch between recordings, which can take several forms.

First, recordings examined in FVC typically differ in their technical aspects, particularly 
in the characteristics of the channel. For example, voice samples of the unknown speaker 
(typically the perpetrator) may originate from an intercepted mobile telephone call or 
from a wiretapped office, while those of the known speaker (the suspect) may be obtained 
in an interrogation room. The effect of channel variation has been investigated by 
numerous researchers, with special focus on telephone transmission (both landline and 
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mobile); results of such studies are not surprising, with mismatched recordings yielding 
lower recognition scores (e.g., Alexander et al., 2005; Hughes et al., 2019; Bortlík, 2021). 
Technical mismatch also includes phenomena such as reverberation or various forms of 
background noise (see Guillemin, 2022 for a comprehensive summary).

Speakers themselves constitute sources of several kinds of mismatch. This kind of 
within-speaker variation stems from the incredible plasticity of our speech production 
mechanism. Some of the areas which have received considerable attention include 
various speech styles and the effect that they have on specific acoustic parameters 
(Jessen, 2009; McDougall & Duckworth, 2018; Ross et al., 2019), the impact of various 
affective or physiological states (Eriksson et al., 2007; Scherer, 2019), as well as phonetic 
accommodation to one’s communication partner (see, e.g., Earnshaw, 2021; Šturm et al., 
2021). In FVC, these are particularly important since the analyzed recordings tend to 
be mismatched in this respect. In general, research points to differences in the values of 
acoustic parameters and sometimes to decreased speaker recognition performance (e.g., 
Shriberg & Scheffer, 2009). However, some studies suggest that certain parameters remain 
relatively stable within speakers. For example, McDougall and Duckworth (2018) report 
considerable within-speaker consistency in various dysfluency features in telephone 
and interview styles. Other behavioural effects, discussed in more detail by Gold et al. 
(2022), include whispered speech, loud speech in the presence of Lombard effect, as well 
as disguised speech (Eriksson, 2010; Růžičková & Skarnitzl, 2017).

Another source of mismatch consists in the non-contemporary nature of FVC: the 
recordings which are compared in a forensic case must have been, by definition, obtained 
at different times. This has been examined by a number of researchers from the forensic-
phonetic, as well as automatic speaker recognition (ASR) perspective. Their studies focused 
on the recognizability of speakers across different time spans, from several days (Ross et al., 
2019; what is often referred to as ‘session mismatch’) and months (Kelly & Hansen, 2015) to 
years or even several decades (Hollien & Schwartz, 2000; Rhodes, 2017). It is not surprising 
that speech and voice patterns change throughout our lifetime, resulting in a drop of both 
human and machine recognition of speakers. For example, Rhodes’ (2017) investigation of 
speakers over a span of 28 years showed a change in vowel formants of between 3 and 15%, 
with the most robust effect observed in F1. Likelihood ratios obtained from vowel formant 
data shifted towards incorrect decisions, and ASR performance dropped significantly at 
delays between recordings above 14 years.

The final source of within-speaker variability to be mentioned here is when different 
languages or accents are used by one speaker. Several studies have addressed foreign 
accent in FVC, focusing on the imitation of a foreign accent (Torstensson et al., 2004), on 
listeners’ ability to identify authentic foreign accents (Neuhauser & Simpson, 2007; Sullivan 
& Schlichting, 2000), or on the degree to which non-native language background helps 
witness experts identify a speaker of another language (Schiller et al., 1997). Language-
mismatched recordings have also been examined using ASR approaches. For example, 
Misra and Hansen (2014) found that when only English recordings were used for training 
the ASR system, language mismatch resulted in a drop in performance by a factor of 2.5; 
however, including non-English material at the training stage substantially improved 
performance. In a recent study, Bortlík (2021) examined the effect of foreign-accented 
speech on the performance of state-of-the-art ASR systems; he reported higher error rates 
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in language-mismatched comparisons – i.e., when a Czech speaker was speaking Czech in 
one condition and English in the other – than in matched comparisons.

The first aim of the present study is to investigate the combined effect on the performance 
of an ASR system of contemporary and non-contemporary recordings of speech produced 
in the same and in a foreign language, by the same speaker. The setting simulates two 
hypothetical situations which may be relevant for FVC. During the perpetration of a crime, 
the unknown speaker uses a foreign language (L2), while the suspect recording with the 
known speaker is in the speaker’s mother tongue (L1). Since it is not unusual for the suspect 
recording to originate from a wiretap, language identity cannot be ensured, and cross-
language comparisons will be required. The second aim is to explore the ability of listeners 
to identify the speaker in a simulated voice parade under the conditions described above.

2. Method

2.1 Material

The database for our research comprises 100 (78 female and 22 male, aged 20–25) 
speakers of Czech as L1 and English as L2 (with the CEFR level being B2 or C1). The 
speakers were studying English and American Studies at Charles University at the time 
of recording. The recordings were obtained in the sound-treated recording studio of the 
Institute of Phonetics in Prague, using the high-quality AKG C4500 B-BC condenser 
microphone, with 32-kHz sampling frequency and 16-bit resolution.

Three recording sessions are analyzed in this study. At the beginning of their studies, 
the speakers were asked to read: first, a phonetically rich text in Czech; and second, 
several pieces of BBC news in English. Four months later, the same students were 
recorded reading other BBC news texts in English again. On average, each participant 
produced ca. 1 minute of speech in Czech, and 3–4 minutes in English twice.

2.2 Automatic speaker recognition procedure

Since all the speakers are known but were recorded under three conditions, for each 
speaker we compared the following mismatches as if they were the unknown and suspect 
recordings: 
•	 language mismatch (contemporary Czech and English recordings),
•	 temporal mismatch (non-contemporary English recordings),
•	 double mismatch (non-contemporary Czech and English recordings).

Speaker comparisons were performed in VOCALISE by Oxford Wave Research, using 
the i-vector (session VOCALISE i-vector 2017B) and x-vector (session VOCALISE x-vector 
2019A-Beta-RC2) PLDA framework. In this framework, vectors of speakers (i-vector or 
x-vector) are compared using probabilistic linear discriminant analysis (PLDA); this post-
processing method computes the likelihood of the vector pair originating from the same 
speaker versus coming from two different speakers. The i-vectors and x-vectors are different 
ways of speaker modelling in the speaker recognition pipeline. Whereas i-vectors make use 
of front-end factor analysis as the feature extractor, x-vectors rely on trained deep neural 
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networks (see Kelly et al., 2019 for more details); x-vectors are the most recent approach to 
speaker modelling. The resulting scores were calibrated using cross-validation in the Bio-
Metrics software by Oxford Wave Research. 

Apart from the three comparisons listed above, we conducted several partial 
comparisons to examine the effect of “tuning” (see Skarnitzl et al., 2019) using condition 
adaptation. Condition adaptation optimizes the ASR system to new conditions, specific to 
the given recordings, by adapting the LDA and PLDA models. By performing condition 
adaptation, the properties from dozens of i-/x-vectors in the adaptation set are used to 
adapt tens of thousands of i-/x-vectors in the training dataset of VOCALISE towards 
the new conditions; in other words, the statistics of the LDA and PLDA models were 
updated using a weighted combination of the original training data and the recordings 
provided by the authors. For this purpose, the three datasets were divided into two 
halves (50 speakers in set 1 and 50 in set 2; the division was random but identical across 
the three datasets). Subsequently, recordings of set-2 speakers were used for condition 
adaptation of set-1 comparisons, and vice versa.

We will report the equal error rate (EER) as the standard measure of ASR performance 
(EER is defined as the number when false-acceptance rate and false-rejection rate become 
equal; see Hansen & Hasan, 2015). Since some comparisons involve relatively small 
datasets, Convex Hull EER values are reported in all analyses. In addition, we will provide 
values of the log-likelihood-ratio cost (Cllr), a measure that evaluates the accuracy of an 
ASR system by capturing the gradient goodness of a set of likelihood ratios derived from 
test data, with values ideally not exceeding 1 (Morrison, 2011).

2.3 Listening test procedure

For our perception experiment – a simulated voice line-up in which an earwitness 
is supposed to identify the perpetrator’s voice among recordings of suspects, we used 
recordings of 22 male speakers from the same database. Each line-up (or parade) featured 
six recordings: the perpetrator’s voice and five suspects’ voices available for matching 
with the perpetrator. Crucially, to approximate conditions of real-life voice parades, the 
perpetrator’s voice could be either present among the five suspects (i.e., the so-called 
target voice), or absent. The perpetrator and suspect recordings (whether the target was 
present or absent) would differ in language (language mismatch), time of recording 
(temporal mismatch), both (double mismatch), or would not differ at all (no mismatch). 
The perception experiment comprised the following line-up conditions:
•	 5 line-ups for recordings of no mismatch (contemporary Czech, or English),
•	 4 line-ups for recordings of language mismatch (contemporary Czech and English),
•	 2 line-ups for recordings of temporal mismatch (non-contemporary English),
•	 4 line-ups for recordings of double mismatch (non-contemporary Czech and English).

In real-life voice parades, it is recommended that foils’ voices (i.e., all suspect 
voices except the target) should be as similar to the target speaker’s voice as possible 
(de Jong-Lendle et al., 2015). We used fundamental frequency (f0) median as a measure 
of distance (i.e., similarity) between speakers. We selected the foils’ voices to be closest to 
the perpetrator. This was not adhered to only when the target’s and perpetrator’s samples 
were mismatched; in this case, the most distant speakers were chosen.
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In total, 90 samples (15 line-ups * 6 samples) of about 5 seconds in duration were 
used for the perception test. It was ensured that the samples within one line-up were 
not textually identical and that they were loudness-normalized. The perception test was 
designed in PsyToolkit (Stoet, 2010; 2017) and was coded as fifteen tasks requiring the 
participant to first listen to the perpetrator, then to the five suspects, and after that to 
either match one of the suspects with the perpetrator, or to check a box indicating that 
the perpetrator’s voice was not one of the suspects. Participants were allowed to replay 
any of the recordings. In order to minimize the order effect, samples in each line-up, as 
well as the line-ups themselves were randomized. 

Besides the experiment, we gathered basic demographic information from the 
respondents, who received monetary compensation for their participation. The perception 
experiment was completed by 33 female and 7 male respondents, aged 22–49, all coming 
from the Czech Republic. It was revealed later that one participant had not listened to 
the stimuli properly, and her responses were eliminated. Therefore, 39 listeners’ answers 
were analyzed in the end. The total time spent ranged from 15 to 46 minutes; 80% of the 
participants finished the test (including the demographic survey) under 31 minutes.

3. Results

3.1 Automatic speaker recognition

Figure 1 compares equal error rates achieved by the i-vector and x-vector approaches: 
it is obvious (notice the difference in the scale of the two plots) that the i-vectors are 
significantly outperformed by the x-vectors.

Figure 1. Equal error rates for i-vectors (a.) and x-vectors (b.) for three types of mismatch (language, temporal, 
double). In the left part (black), results for the entire datasets; in the middle (with stripes), for the half-size datasets; 
on the right (in grey), for the half-size datasets with the opposing half used for condition adaptation (CA).
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Figure 2. Equal error plot comparing the three main comparisons using x-vectors; EER values are shown 
in the corresponding colours. FAR = false acceptance rate, FRR = false rejection rate

What is particularly noteworthy is that single mismatch conditions (i.e., only temporal, 
or only language mismatch) result in very good performance, with EERs around 1% or 
lower, using both i-vectors and x-vectors. However, double mismatch conditions (both 
non-contemporary and language-mismatched) yield significantly higher error rates, 
7.5% for i-vectors and 2.6% for x-vectors. The situation may also be illustrated using 
a combined equal error plot, with all three main comparisons (see Fig. 2); note that 
only results for x-vectors are shown in the figure. An equal error plot shows the false 
acceptance rate (FAR) and the false rejection rate (FRR) on the vertical axis against the 
threshold score on the horizontal one; the intersection of the two curves corresponds to 
the EER. The better the curves are separated, the better the recognition.

The same tendencies can be observed also for the comparisons of partial datasets 
(shown with stripes in Fig. 1) and for partial datasets “tuned” by the corresponding 
opposing half using condition adaptation (in shades of grey). At the same time, EER 
clearly depends on the particular selection of speakers under comparison: results for 
set 1 and set 2 are far from identical. System accuracy can be regarded as high for all 
comparisons performed, with Cllr being 0.4 for the double-mismatched condition in 
i-vector set 1, and considerably lower in all other (i-vector and x-vector) comparisons 
(Cllr < 0.1 for all single-mismatched comparisons, and 0.07 ≤ Cllr ≤ 0.4 for the double-
mismatched conditions).

What remains to be discussed is the hypothesized benefit of condition adaptation on ASR 
performance; in other words, we are interested in finding out whether using the opposing 
half of the dataset for PLDA adaptation yields lower error rates. Overall, this benefit was 
slightly more salient in the case of i-vectors, where we can see a considerable improvement 
in most of the scores (cf. the striped and grey bars in Fig. 1a); in the case of x-vectors, 
condition adaptation yielded a lower EER in five out of the six comparisons (Fig. 1b). 
Crucially, the benefit turned out to be greatest with the double-mismatched conditions.
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3.2 Listening test

First, we wanted to know how listeners scored individually and what the overall 
successful identification rate was. The results for individual participants are presented in 
Figure 3 for the target-present scenario and in Figure 4 for the target-absent scenario. The 
figures provide overviews of hits (correctly identified targets), foils (incorrectly identified 
suspects), correct rejections (correctly rejected all suspects), and incorrect rejections 
(incorrectly rejected all suspects).

Figure 3. Individual responses (hits, foils, and incorrect rejections) for target-present parades (see text).

Since there were 8 target-present line-ups (see Fig. 3), the maximum number of correct 
answers (labelled as hits in the figure) was 8, which was achieved by five listeners. On 
the other hand, this condition allowed for two types of mistakes – incorrectly identifying 
another suspect as the target (labelled as foils) and incorrectly rejecting all suspects 
(assuming the target was absent; marked as rejections). The highest number of incorrect 
answers combined was 5, which was produced by only one listener (i.e., a successful 
identification rate of only 37.5%).

Figure 4. Individual responses (correct rejections and foils) for target-absent parades (see text).

As for target-absent parades (Fig. 4), it was possible to either answer correctly 
(rejecting all suspects, as the target was not included; labelled as rejections in the figure), 
or to incorrectly choose a suspect (foils). We had 7 of such parades, and a 100% successful 
identification rate was again achieved by five listeners (of which two also scored 100% in 



18

the target-present setup). Overall, for both scenarios, out of 15 parades 61.5% of listeners 
managed to solve 10 or more, 38.5% solved 12 or more correctly, and only 2 listeners 
(0.5%) succeeded in all.

Second, we were interested in whether any of the collected demographic data 
corresponded with identification rates; however, none of respondents’ sex, age, education, 
nor level of English proved significant. Note that education was treated as a binary 
variable, with participants either with or without linguistic background.

Third, we explored whether respondents were able to perform better (i.e., scored 
a higher number of correct answers) in a specific type of mismatch. To find out, all 
parades were divided into target-present and target-absent groups and according to 
mismatch type (none, temporal, language, double). The results are shown in Table 1.

Table 1. Percentages of all correct answers for all line-up types. * marks comparisons with the 
no-mismatch target-present condition (°) which turned out significant (p < 0.05).

TARGET-PRESENT SCENARIO TARGET-ABSENT SCENARIO

mismatch type correct answers mismatch type correct answers

none ° 98.3% none 66.7%

temporal 79.5% temporal 64.1%

language * 60.3% language * 61.5%

double * 56.4% double * 46.2%

To assess the statistical significance of the reported relationships, we used R (R Core 
Team, 2022) and the lme4 (Bates et al., 2015) and afex (Singmann et al., 2022) packages 
to perform a mixed effects logistic regression analysis (bobyqa optimizer) of correct 
and incorrect responses (correct responses include hits and correct rejections). As 
fixed effects, we entered Target and Mismatch with an interaction term into the 
model. As random effects, we used intercepts for Suspect and Participant, as well 
as by-Participant random slopes for the effect of Target. P-values were obtained 
by performing pairwise post-hoc tests with Tukey method of p-value adjustment for 
comparing a family of 8 estimates using the emmeans package (Lenth, 2022). We found 
significant differences (p < 0.05) between target-present line-ups without any mismatch 
(marked ° in Table 1) and the four parade groups which are marked with an asterisk in 
the table.

Finally, we wanted to see whether it is true that the more times the listener played 
recordings in a parade, the more likely it was for them to answer correctly. As Figure 5 
reveals, this is not the case. For target-absent line-ups, no correlation was found (Pearson 
correlation coefficient r = 0.18; p = 0.707). On the other hand, for target-present parades, 
we discovered a strong negative correlation between the number of playbacks and correct 
answers (r = –0.92; p = 0.00138). In other words, repeated playback of the voices in the 
parade did not result in higher accuracy of the listeners; on the other hand, it strongly 
correlated with the listeners’ decision-making uncertainty in line-ups featuring a lower 
successful identification rate.
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Figure 5. Relationship between the number of replayed recordings and correct answers.

4. Discussion

In this paper, we aimed to find whether mismatched recordings have any impact on 
speaker identification performance of an ASR system and of human listeners. Our data 
clearly prove, in line with previous research, that once voices come from mismatched 
sources, performance does worsen.

As for ASR, we expected that the global validity of the system would decline with 
increasing “dissimilarity” of the compared datasets. Since the span between the English 
recordings was only four months, we believed that the speakers’ already advanced level 
of English had not improved considerably, and thus their production remained similar; 
nevertheless, it was certainly possible for the temporally mismatched recording to have 
been affected by other changes, such as illness. On the other hand, we supposed that 
speakers had used different phonetic settings and produced acoustically different phones 
and prosody in Czech and English. Then, it seemed logical that the combination of these 
two mismatches would reflect in the results.

For the original datasets, divided datasets, and adapted datasets comparisons (by 
both i- and x-vectors), our assumptions were confirmed although the difference in EER 
between language and temporal mismatch was relatively small. The exceptions are set 1 
under i-vectors and set 2 calibrated with set 1 under x-vectors when VOCALISE performed 
slightly better in language than temporal mismatch. As discussed in Section 3.1, system 
tuning by means of condition adaptation did not always turn out to be beneficial.

Regarding our perception experiment, we added a  no-mismatch condition 
(representing the most similar type on our scale) and wondered whether listeners as well 
would confirm our “dissimilarity” hypothesis stated above. Even though the percentages 
of correct answers seemed promising (see Tab. 1), statistically we were able to confirm 
only a fraction of significant pairs. It would be interesting to replicate the experiment 
with a higher number of respondents to establish that the more complex the mismatch 
is, the less successful in speaker identification people are.

It is worth mentioning that there were considerable identification differences amongst 
individual participants. Whereas we witnessed two “super-recognizers” who solved all 
15 parades, there were seven respondents who responded incorrectly in more than 50% 
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of line-ups. It is worth pointing out that the two successful participants are university 
students of phonetics; and one of them managed to complete the experiment in 15 
minutes (compared to the mean of 26.3) without even having to listen to all suspect 
recordings in six of the fifteen line-ups.

There were more listeners who did not need to listen to all suspect voices: over 56% of 
respondents correctly chose a target in at least one parade in this manner (and 28% in two 
or more parades). Clearly, the experiment featured speakers whose voice characteristics 
were so salient that it was not necessary for the respondent to continue listening to 
others. In fact, two speakers were identified in 100% and one in 95% of cases. Conversely, 
there were two speakers that were much more difficult to recognize – only in 23% and 
31% of cases. Also, we registered a suspect speaker who was incorrectly identified as 
the perpetrator in 37 cases in the target-absent scenario. Instrumental analyses of these 
speakers’ voices could reveal further details as to why he is easily mistaken for other 
speakers; however, this is beyond the scope of this study.

To conclude, we have shown that ASR systems perform noticeably worse when 
analyzing voices recorded in different languages and at different times. Nevertheless, in 
our perception experiment the listeners’ ability to identify the perpetrator also dropped 
considerably as compared to recognizing matched voices. The comparison of known and 
unknown recordings originating from mismatched sources is far from trivial and it is 
something of which forensic experts, when drawing conclusions, should be aware.
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